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Abstract

Forecasting variances of stocks and covariances of stock pairs is an important task
to control the loss from stock assets for many financial institutions which hold a huge
amount of stocks. The study of high-frequency data becomes more important because huge
information of high-frequency data enable us to forecast stock variances and covariances
more accurately. However, there are two problems on statistical analysis of high-frequency
data; market microstructure noise and nonsynchronous observations.

We consider a two-dimensional stochastic process X = {Xt}0≤t≤T satisfying the follow-
ing stochastic differential equation:

dXt = µ(t,Xt, σ∗)dt+ b(t,Xt, σ∗)dWt, t ∈ [0, T ],

where {Wt}0≤t≤T is a two-dimensional standard Wiener process, µ is a R2-valued Borel
function, b = {bij}2i,j=1 is a R2⊗R2-valued Borel function, and σ∗ ∈ Rd is a parameter. For

this model, we consider noisy, nonsynchronous observations of X1
t and X2

t . [1] construct a
maximum likelihood estimator from the quasi-likelihood function and introduce properties
such as asymptotic mixed normality, local asymptotic normality.

We develop asymptotic theory in cases where the parametric model does not include
the true parameters (misspecified model) and incorporate neural networks into this quasi-
likelihood analysis to learn the intraday stock price model from high-frequency data. We
will study asymptotic theory of a maximum-likelihood-type estimator for misspecified
model. In this setting, the maximum-likelihood-type estimator cannot attain the opti-
mal convergence rate n−1/4 due to the asymptotic bias. We construct a new estimator
which attains the optimal rate by using a bias correction, and show the asymptotic mixed
normality.
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